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ABSTRACT

Agent systems powered by large language models (LLMs) have demonstrated
impressive performance on repository-level code-generation tasks. However, for
tasks such as website codebase generation, which depend heavily on visual effects
and user-interaction feedback, current code agents rely only on simple code execu-
tion for feedback and verification. This approach fails to capture the actual quality
of the generated code. In this paper, we propose WebGen-Agent, a novel website-
generation agent that leverages comprehensive and multi-level visual feedback
to iteratively generate and refine the website codebase. Detailed and expressive
text descriptions and suggestions regarding the screenshots and GUI-agent test-
ing of the websites are generated by a visual language model (VLM), together
with scores that quantify their quality. The screenshot and GUI-agent scores are
further integrated with a backtracking and select-best mechanism, enhancing the
performance of the agent. Ultilizing the accurate visual scores inherent in the
WebGen-Agent workflow, we further introduce Step-GRPO with Screenshot and
GUI-Agent Feedback to improve the ability of LLMs to act as the agent-engine
model. By using the screenshot and GUI-agent scores at each step as the reward in
Step-GRPO, we provide a dense and reliable process supervision signal, which ef-
fectively improves the model’s website-generation ability. On the WebGen-Bench
dataset, WebGen-Agent increases the accuracy of Claude 3.5 Sonnet from 26.4%
to 51.9% and its appearance score from 3.0 to 3.9, outperforming the previous
state-of-the-art agent system. Additionally, our training approach increases the
accuracy of Qwen2.5-Coder-7B-Instruct from 34.8% to 45.4% and raises the ap-
pearance score from 3.4 to 3.7.

1 INTRODUCTION

Recent studies on code agents have shown great advancements in repository-level code-generation
tasks, such as fixing GitHub issues (Yang et al.||2024b)) and implementing new features (Miserendino
et al.,|2025)). However, for tasks like website code generation, which depend heavily on visual aes-
thetics and the fluency of user interactions, current code-agent systems fail to fully capture the
actual quality of the generated code base, because they mostly rely on simple code-execution feed-
back. This limitation can lead to various rendering and functional problems in the generated web
applications, such as misaligned components, disharmonious coloring, unresponsive buttons, and
broken links.

To enable the code agent to effectively handle such tasks, we introduce WebGen-Agent, a code-
generation system that generates websites from natural-language instructions that specify appear-
ance and functional requirements, thus offering a highly automated website-development process.
To ensure that the generated websites meet both functional requirements and aesthetic standards,
we leverage both execution feedback and visual feedback to refine the project. Specifically, we
leverage a visual language model (VLM) to assess the visual appeal and aesthetic quality of the cur-
rent website, and a Graphical User Interface (GUI) agent to evaluate the correctness and intended
functionality of the website’s code base, thereby gathering accurate information and providing tar-
geted suggestions and reflections. By iteratively applying this feedback and editing the code base,
WebGen-Agent builds websites with appealing designs and smooth interactive functionality.
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As shown in Fig. [T WebGen-Agent adopts an iterative, multi-step paradigm in which each step
consists of three actions: code generation, code execution, and feedback gathering. The agent begins
each step by creating and editing files in the code base in a manner similar to Bolt.diy (stackblitz
labs|,[2024). During code execution, dependencies are installed and the website service is started. If
execution emits errors, the errors are returned to the agent, which starts the next step to fix them. If
five consecutive error steps occur, the agent backtracks to a previous non-erroneous step.

In the feedback-gathering process, a screenshot of the website is first captured. A VLM then pro-
vides a description and an appearance score based on the screenshot. If the screenshot has room
for improvement, the model supplies suggestions, and the next step is undertaken to implement
them, thereby explicitly refining the website’s visual aesthetics. Otherwise, a GUI-agent session
is initiated to explore the website, which evaluates the functional requirements and generates cor-
responding feedback. If the testing is successful, the task is complete; otherwise, suggestions for
fixing the website are generated, and the agent continues to edit the code base in the next step. At
the end of the task trajectory, the best step is selected on the basis of the screenshot and GUI-agent
scores, and the code base is restored to the state of that step. Based on the pipeline, various models
achieve better performance on WebGen-Bench (Lu et al.||2025b)), consistently outperforming other
code agents. Remarkably, Claude-3.5-Sonnet improved its accuracy from 26.4% to 51.9% and its
appearance score from 3.0 to 3.9, outperforming Bolt.diy.

To equip code agents with enhanced reasoning ability, we further propose Step-GRPO with Screen-
shot and GUI-agent Feedback. As shown in Fig.[2] given an instruction, multiple WebGen-Agent
trajectories are generated. Each step is accompanied by a screenshot score and a GUI-agent testing
score, and an accurate and reliable step-level reward can be computed by summing these two scores.
This dual supervision of website appearance and functionality effectively optimizes the model to
generate high-quality website codebases, providing stepwise, process-level guidance for the agent
trajectory. Training a Qwen2.5-Coder-7B-Instruct model with this approach increases the accuracy
from 34.8% to 45.4% and raises the appearance score from 3.4 to 3.7 on WebGen-Bench, greatly
improving both the functionality and the appearance of the generated websites. We name the trained
family of models WebGenAgent-LM.

Our contributions include:

* We propose WebGen-Agent, a code-agent system that leverages screenshots and GUI-agent test-
ing to provide reflection signals and iteratively improve the quality of generated websites.

* We introduce Step-GRPO with Screenshot and GUI-agent Feedback, which uses screenshots and
GUI-agent scores as step-level supervision in the GRPO training process, significantly improving
the performance of smaller open-source models.

» Extensive experiments demonstrate the effectiveness of the proposed method. The system in-
creases the accuracy of Claude-3.5-Sonnet from 26.4% to 51.9% and its appearance score
from 3.0 to 3.9, outperforming Bolt.diy. And our training approach increases the accuracy of
Qwen2.5-Coder-7B-Instruct from 34.8% to 45.4% and raises the appearance score from 3.4 to
3.7.

2 METHOD

In this section, we first introduce WebGen-Agent, a novel website generation system that leverages
screenshots and GUI-agent testing as reliable feedback to iteratively refine both the appearance and
functionality of the generated website. Building on the dense, reliable visual scores produced by
WebGen-Agent, we then propose Step-GRPO with Screenshot and GUI-Agent Feedback, a method
that uses these scores to provide process supervision during GRPO training. This approach signifi-
cantly enhances the model’s ability to generate high-quality websites.

2.1 WEBGEN-AGENT WORKFLOW

The WebGen-Agent workflow consists of multiple steps: each step includes code generation, code
execution, and feedback gathering. As shown in Fig.[I] the agent trajectory starts from a website
generation instruction (Z), denoted as 7 = [Z], and an empty code base Cyp. The agent-engine
LLM generates code AC; to edit the code base, resulting in C;. Then, the dependencies of the code
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Figure 1: Iterative website generation with screenshot- and GUI-agent-based reflection. A back-
tracking and best-step-selection mechanism is applied on the basis of the screenshot and GUI-agent
testing scores.

base are installed, and the website service is started. The code execution output is denoted as 01,
which contains both stdout and stderr. If the dependency installation or service initialization fails,
the output message O; is returned to the agent as feedback, so that the agent can fix the error in
the next step. If no error occurs, a screenshot of the website is captured and presented to a VLM,
which is requested to provide a description of the screenshot and, if needed, suggestions to improve
the website’s appearance. The prompt for acquiring screenshot feedback is provided in Fig. |4| of
Appendix [B] A score of the website appearance based on the screenshot is also generated and,
together with the description and suggestions, composes the screenshot feedback. The feedback can
be denoted as:

Fehot = <Descripti0n, Scoregot, Suggestionssh0t> (1)

Fsnot 1 used to reflects the integrity and aesthetics of the website’s appearance. Here, a separate
VLM is used besides the agent-engine LLM to make the system more cost-effective, as we observe
that a relatively small open-source VLM is sufficient for the task, while the code generation requires
an LLM with strong code-generation abilities. We use Qwen2.5-VL-32B-Instruct as the VLM in
our experiments unless stated otherwise. The code execution and screenshot feedback are appended
to the agent trajectory, resulting in 7 = [Z, AC1, O1, Fahor1)- Then, the agent judges whether the
website’s appearance is satisfactory based on the trajectory. If it is unsatisfactory, the agent con-
tinues to generate code ACs to improve the website’s appearance. Otherwise, the agent initiates a
GUI-agent testing session, generating an instruction for the GUI-agent to explore various website
functionalities specified in the instruction Z, resulting in a GUI-agent testing trajectory. The prompt
used to generate the GUI-agent instructions is shown in Fig[6|of Appendix [B] It instructs the model
to produce a GUI-agent instruction that comprehensively checks all website-development require-
ments and includes a one-shot example. As shown in Tablg7] of Appendix [E] a manual inspection
indicates that 98.3% of the sampled instructions achieve high coverage of the requirements. Based
on the GUI-agent testing result, the agent-engine LLM judges whether the testing is successful and
provides a score, denoted as Scoreg,;. The prompt for acquiring the GUI-agent testing feedback is
provided in Fig.[/|of Appendix B} If the testing result is unsatisfactory, suggestions are also made to
improve the functionality. Thus, the GUI-agent testing feedback can be denoted as

Foui = <Scoregui, Suggestionsgui> 2)

Foui is also appended to the trajectory, resulting in 7 = [Z,ACy, O1, Fenot1, Feuill
[Z,ACy, 04, F1]. Here, Fy denotes [Fihor,1, Feui,1]- In this way, WebGen-Agent continues to im-
prove the appearance and functionality of the website, resulting in a trajectory 7, denoted as:

7-:[I7AclaolaflaAC27O2af27'"7ACK7OK7-FK] (3)

The process ends when the website passes the GUI-agent testing, or the maximum iteration number
is reached. During the iteration, at step i € {1, 2,... }, the code base state C;, the edit AC;, together
with the Scoregor,; and Scoreg,i ;, are stored in a list. If five consecutive steps contain code execution
errors, a backtracking mechanism is triggered, and the agent trajectory and the code base are returned
to the state at the best previous step. The best previous step is selected by first choosing the steps with
the highest Scoreg,;, and then among these steps, the ones with the highest Scoreg; are chosen. If
there are still more than one chosen step, then the latest one among them is selected. Considering that
later code edits might not always improve the previous code base, at the end of the agent workflow,
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Figure 2: Step-GRPO with Screenshot and GUI-agent Feedback. Multiple WebGen-Agent trajecto-
ries are produced, and the reward for each step is computed by summing the screenshot score and
the GUI-agent score.

the best step among all the steps is selected in the same way as mentioned above. A more detailed
algorithmic presentation can be found in AppendixA]

2.2  STEP-GRPO WITH SCREENSHOT AND GUI-AGENT FEEDBACK

While using strong proprietary models as the agent-engine LLM in WebGen-Agent can produce
high performance, the agent workflow would be more cost-efficient if smaller open-source models
of 7B-8B parameters can be used instead. However, current small open-source language models
still lag behind proprietary models in website code generation. Therefore, we introduce Step-GRPO
with Screenshot and GUI-agent Feedback, leveraging the Scoreg, and Scorey,; inherently produced
in the WebGen-Agent workflow to train them with step-level process supervision in GRPO training.

Before the GRPO-based training, we first perform a light supervised fine-tuning (SFT) using ~ 700
WebGen-Agent trajectories generated by DeepSeek-V3, training for one epoch to serve as a warm
start. Then, Step-GRPO is performed on the fine-tuned model. The Step-GRPO training objective
is as follows:

Jarpo(0) = Ejgup(@) {0} ~ma,,, (Ol0)]

G |oi| ) . R . . X (4)
= l()l" 3 {m {M%C“p (%@d) - 6) Au} } 7
i=1 "t =1

0,14 (04,t|0; 0, <t) 0014 (04,¢|; 01, <t

Here, ¢ denotes the website generation instruction, and o0;i = 1¢ denotes the group of trajec-
tories generated from the instruction q. We remove the KL loss to encourage the model to
more freely adapt its behavior to the reward signals (Qian et al. 2025). o; can be denoted as
[ACy, 01, F1, ..., ACk,, Ok,, FK,]. 1215-1) denotes the advantage of o(*) at the j-th step. Differ-
ent from the naive GRPO, which sets the advantages on all tokens in a trajectory to the same value,
the Step-GRPO sets advantages on tokens in different steps to different values. In our work, the
GRPO loss is only applied to the model outputs ACy, ACs, ..., ACk. We denote the reward of all
tokens in the j-th step of 0o as 7’(-1), which is computed by summing the Scoreg: and Scoregy; of
that step, generated in the WebGen-Agent workflow:

ry) = Scoregﬁz)t, it Scoregl)i’ j (5)

The rewards for all steps in the trajectories sampled from ¢ can be written as R =

{{rgl), . ,rgf}, cee {r%G), - ,TEKGG?}} The advantage for step j of the i-th trajectory is com-
r{) — mean(R)

J

std(R)
malized rewards from future steps as in [Shao et al.| (2024), because in the website-generation task
Scoregnor and Scoreg,; directly reflect the quality of the website at the current step, which is more
appropriate for representing the desirability of the current code. The Step-GRPO training process
is illustrated in Fig. 2] This Step-GPPO method, with screenshot and GUI-agent feedback, incorpo-
rates accurate step-level supervision and effectively helps the model learn to generate websites with
an appealing appearance and smooth functionality.

puted by standardizing its immediate reward: A;i) = . We do not accumulate nor-
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3 EXPERIMENTS

In this section, we first present the performance of WebGen-Agent on WebGen-Bench using a variety
of proprietary and open-source LLMs, as well as models trained using Step-GRPO with Screenshot
and GUI-agent Feedback. Then, we conduct comprehensive ablation studies on the design choices
in the WebGen-Agent workflow and the Step-GRPO training process.

3.1 MAIN RESULTS

Benchmark Dataset and Baselines. We evaluate WebGen-Agent using WebGen-Bench (Lu et al.,
2025b)), a benchmark containing 101 website-generation instructions in natural language and 647
GUI-agent test cases, covering a wide range of web applications. We compare WebGen-Agent
with three other popular code agents: OpenHands (Wang et al., [2024), Aider (Aider-Al, [2024),
and Bolt.diy (stackblitz labs,2024). We present the results of OpenHands and Aider in combination
with DeepSeek-V3 (Liu et al., 2024)), Claude-3.5-Sonnet (Anthropicl[2024), and DeepSeek-R1 (Guo
et al.| [2025a)), as well as the results of Bolt.diy with DeepSeek-V3 (Liu et al.l [2024), Claude-
3.5-Sonnet (Anthropicl [2024), DeepSeek-R1 (Guo et al., 2025a), GPT-40 (Hurst et al., 2024), 03-
mini (OpenAl, [2025b), Qwen2.5-Coder-32B (Hui et al.| 2024), Qwen2.5-72B-Instruct (Yang et al.,
20244al), WebGen-LM-7B, WebGen-LM-14B, and WebGen-LM-32B (Lu et al.l [2025b)). The values
are taken from (Lu et al.||[2025D).

Models and WebGen-Agent Inference Settings. We evaluate WebGen-Agent using a wide range
of proprietary and open-source models as the engine LLMs. The proprietary models we tested in-
clude Claude-3.5-Sonnet (Anthropic} [2024), DeepSeek-R1 (Guo et al.| 2025a), DeepSeek-V3 (Liu
et al., 2024), 03 (OpenAl, [2025a)), Claude-4-Sonnet (Anthropic, [2025)), Gemini-2.5-Pro (Comanici
et al.| 2025), and Qwen3-Coder-480B-A35B-Instruct (Yang et al.||2025a). The smaller open-source
models we tested include Qwen2.5-Coder-32B-Instruct (Hui et al.} 2024}, Qwen3-Coder-30B-A3B-
Instruct (Yang et al., [2025a), Qwen2.5-72B-Instruct (Yang et al.| 2024a), Qwen2.5-Coder-7B-
Instruct (Hui et al.,|2024), and Qwen3-8B (Yang et al.,2025a)), as well as 7B and 8B WebGenAgent-
LM models trained with supervised fine-tuning (SFT) and Step-GRPO. The maximum number of
iterations for WebGen-Agent is set to 20, and the model temperature is set to 0.5. Analysis of the
maximum iteration number is presented in Appendix

Training Settings. We first train Qwen2.5-Coder-7B-Instruct and Qwen3-8B on seven hundred
WebGen-Agent trajectories collected from DeepSeek-V3 for one epoch with a learning rate of
4e-5 and a batch size of 32, resulting in WebGenAgent-LM-7B-SFT and WebGenAgent-LM-8B-
SFT. This serves as a warm start for the Step-GRPO training. We then train the SFT models
on five hundred website generation instructions randomly sampled from WebGen-Instruct for one
epoch, with each instruction sampled five times, resulting in WebGenAgent-LM-7B-Step-GRPO
and WebGenAgent-LM-8B-Step-GRPO. The training rate is set to le-6 and the batch size is 16.
We removed the login requirements in the instructions to make the GUI-agent testing more accurate
and manually filtered out ambiguous or underspecified instructions. We observed that this relatively
small number of high-quality instructions is sufficient for the Step-GRPO training, likely due to the
reliable step-level feedback from screenshots and the GUI-agent. Training on more samples is costly
and does not yield noticeable gains.

Results. The WebGen-Agent test results are presented in Tab. [I] Based on the results, we make
the following observations: (1) WebGen-Agent demonstrates superior performance across various
proprietary models compared to other code agent systems. On Claude-3.5-Sonnet, DeepSeek-R1,
and DeepSeek-V3, WebGen-Agent significantly outperforms OpenHands, Aider, and Bolt.diy when
using the same model. Across all seven proprietary models from five different providers, WebGen-
Agent achieves consistently high performance, demonstrating the generalizability of the method.
Notably, Qwen3-Coder-480B-A35B-Instruct achieves the highest accuracy of 58.2% and an appear-
ance score of 4.3. (2) With 30B—72B sized open-source models, WebGen-Agent also achieves high
performance. On Qwen2.5-Coder-32B-Instruct and Qwen2.5-72B-Instruct, WebGen-Agent outper-
forms the previous state-of-the-art, Bolt.diy, by 22.5% and 22.1% in accuracy, and by 2.2 and 2.0
in appearance scores, respectively. Qwen3-Coder-30B-A3B-Instruct achieves the best performance
among 30B—72B models, with 52.8% accuracy and an appearance score of 4.0. (3) Step-GRPO with
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Table 1: The performance of WebGen-Agent with various proprietary and open-source models on
WebGen-Bench (Lu et al.| [2025b)), compared with other code agent systems. The highest Accuracy
and Appearance Score are highlighted in bold.

Test Name Yes Partial No Start Accuracy Appearance
Failed Score
OpenHands
Claude-3.5-Sonnet 18.1 8.3 58.6 15.0 223 2.6
DeepSeek-R1 8.5 34 60.4 27.7 10.2 14
DeepSeek-V3 7.4 32 73.9 15.5 9.0 1.5
Aider
Claude-3.5-Sonnet 19.9 5.9 42.0 32.1 229 1.9
DeepSeek-R1 23.3 8.7 44.5 23.5 27.7 2.7
DeepSeek-V3 12.5 3.1 54.3 30.1 14.1 1.3
Bolt.diy
Claude-3.5-Sonnet 22.6 7.6 64.1 5.7 26.4 3.0
DeepSeek-R1 24.7 6.2 64.3 4.8 27.8 2.5
DeepSeek-V3 18.5 4.5 73.9 3.1 20.8 2.0
GPT-40 10.4 4.8 64.5 204 12.8 1.5
03-mini 17.9 34 40.0 38.6 19.6 1.6
Qwen2.5-Coder-32B 8.2 2.6 81.8 7.4 9.5 1.1
Qwen2.5-72B-Instruct 12.1 3.6 80.7 3.7 13.8 1.4
WebGen-LM-7B 24.9 7.1 68.0 0.0 28.4 2.5
WebGen-LM-14B 25.0 8.7 66.3 0.0 29.4 2.5
WebGen-LM-32B 342 8.0 57.8 0.0 38.2 2.8

WebGen-Agent

Proprietary Models
Claude-3.5-Sonnet 45.6 12.7 40.6 1.1 51.9 3.9
DeepSeek-R1 40.2 124 459 1.5 46.4 3.8
DeepSeek-V3 46.1 13.1 40.6 0.2 52.6 3.8
03 45.7 11.9 41.6 0.8 51.7 3.5
Gemini-2.5-Pro 44.5 12.7 394 34 50.9 3.8
Claude-4-Sonnet 48.8 15.3 334 2.5 56.5 4.1
Qwen3-Coder-480B-A35B-Inst. 50.5 15.3 34.2 0.0 58.2 4.3
Open-Source Models (30B-72B)
Qwen2.5-Coder-32B-Inst. 26.7 10.5 60.3 2.5 32.0 33
Qwen3-Coder-30B-A3B-Inst. 45.7 14.1 40.2 0.0 52.8 4.0
Qwen2.5-72B-Instruct 29.1 13.8 57.2 0.0 35.9 34
Open-Source Models (7B-8B)
Qwen2.5-Coder-7B-Inst. 10.0 4.8 60.9 24.3 124 1.6
WebGenAgent-LM-7B-SFT 33.8 10.2 56.0 0.0 38.9 34
WebGenAgent-LM-7B-Step-GRPO 40.2 10.5 493 0.0 454 3.7
Qwen3-8B 29.5 9.1 61.4 0.0 34.1 32
WebGenAgent-LM-8B-SFT 32.8 11.6 55.6 0.0 38.6 34
WebGenAgent-LM-8B-Step-GRPO 37.4 12.1 50.5 0.0 43.4 3.6

Screenshot and GUI-agent Feedback significantly improves the performance of Qwen2.5-Coder-
7B-Instruct and Qwen3-8B. For Qwen2.5-Coder-7B-Instruct, SFT improves accuracy from 12.4%
to 38.9% and the appearance score from 1.6 to 3.4; Step-GRPO further improves accuracy from
38.9% to 45.4% and the appearance score from 3.4 to 3.7. For Qwen3-8B, SFT improves accuracy
from 34.1% to 38.6% and the appearance score from 3.2 to 3.4; Step-GRPO further improves ac-
curacy from 38.6% to 43.4% and the appearance score from 3.4 to 3.6. Qualitative analysis of SFT
and Step-GRPO’s effect in improving the performance is presented in Appendix [H] These results
demonstrate the effectiveness of Step-GRPO with Screenshot and GUI-agent Feedback in improving



Under review as a conference paper at ICLR 2025

Table 2: Ablation study on the WebGen-Agent workflow. The configuration starts from execution-
only and incrementally adds capabilities.

Test Name Yes Partial No  Start Accuracy Appearance
Failed Score
Execution-only 39.7 124 433 4.6 45.9 3.0
Screenshot 413 107 459 2.2 46.6 3.6
Screenshot+GUI-agent 43.0 139 413 1.9 49.9 34
Screenshot+GUI-agent+Backtrack 45.6  11.1  43.1 0.2 51.2 3.7
Screenshot+GUI-agent+Backtrack+Select-best 46.1  13.1  40.6 0.2 52.6 3.8

Table 3: Training—strategy ablation for the Qwen2.5-Coder-7B-Instruct model. The configuration
starts from the raw model and successively introduces supervised fine-tuning (SFT) and various
reinforcement-learning variants.

Test Name Yes Partial No  Start Accuracy Appearance
Failed Score
No Additional Training 10.0 4.8 609 243 12.4 1.6
SFT for 1 Epoch 33.8 102 560 0.0 389 34
SFT for 2 Epochs 32.1 14.2 535 02 39.3 34
Naive Outcome GRPO 38.0 9.0 53.0 0.0 42.5 35
Step-GRPO w/ Cumulative Advantage 32.6 12.2 552 0.0 38.7 35
Step-GRPO w/ Screenshot Reward Only 34.9 10.5 53.9 0.6 40.2 35
Step-GRPO w/ GUI-agent Reward Only 34.8 11.3 53.6 03 40.4 34
Step-GRPO w/ Screenshot+GUI-agent (ours)  40.2 10.5 49.3 0.0 454 3.7

both the functionality and appearance of the generated websites. Categorical results are presented
in Tab. [7]of Appendix [F}

3.2 ABLATION STUDIES

Analysis of the WebGen-Agent Workflow. We analyze various design choices in the WebGen-
Agent workflow in Tab[2] We incrementally add the designs, starting from using only the
code execution response messages O (“Execution-only”), then gradually add screenshot feed-
back Fshot (“Screenshot”), GUI-agent testing feedback Fgui (“Screenshot+GUI-agent”), the back-
tracking mechanism (“Screenshot+GUI-agent+Backtrack™), and finally the select-best mechanism
(“Screenshot+GUI-agent+Backtrack+Select-best”), which makes up the full WebGen-Agent work-
flow. As shown in Tab[2] each of the designs yields notable gains in accuracy and appearance. The
GUI-agent testing contributes the largest accuracy gain of 3.3%, showing its effectiveness in guiding
the functionality of the generated websites. The addition of screenshot feedback greatly improves
the appearance score, raising it from 3.0 to 3.6, demonstrating its effect in enhancing website appear-
ance. Adding GUI-agent testing slightly impairs the appearance score, likely because modifying the
code base for functional fulfillment sometimes damages the website appearance or causes errors.
This negative effect is mitigated by the addition of the backtracking and select-best mechanisms.
Qualitative analysis of the effect of screenshot and GUI-agent feedback is provided in Appendix [I}

Analysis of Step-GRPO with Screenshot and GUI-agent Feedback. We analyze the design
choices in the Step-GRPO with Screenshot and GUI-agent Feedback training process in Tab[3] The
first line shows the result of Qwen2.5-Coder-7B-Instruct with no additional training. The analysis
based on Tab[3]is as follows: (1) The second and third lines present SFT training for one epoch and
two epochs, showing that training with SFT for two epochs does not notably improve performance
compared to training for only one epoch. Therefore, we trained for only one epoch in the SFT
stage. (2) The fourth and fifth lines show the results of using naive outcome GRPO and Step-GRPO
with cumulative advantage. The rewards in these two variants are the same as in our final design
(Scoregno + Scoregy,;); only the advantage computation method differs. Naive outcome GRPO uses
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Table 4: Impact of the feedback VLM on WebGen-Agent performance. For every agent—VLM pair
we report WebGen-Bench results; the highest Accuracy and Appearance Score are highlighted in
bold.

Agent-engine LLM Feedback VLM Yes Partial No  Start Accuracy Appearance
Failed Score
Qwen2.5-VL-32B-Inst.  Qwen2.5-VL-32B-Inst. 4.5 2.2 78.8 14.5 5.6 1.3
DeepSeek-V3 GPT-40 464 114 420 0.2 52.1 3.6
DeepSeek-V3 Qwen2.5-VL-32B-Inst.  46.1 13.1 406 02 52.6 3.8
Average File Count Average Line Count
g)wenZ.S—CoderJBflnst. Qwen3-8B g}wenZ.S—CoderﬂBflnst. Qwen3-8B
Models Models

I Original [ SFT I Step-GRPO

Figure 3: Comparison of the average file count and average line count among the original, SFT, and
Step-GRPO models for Qwen2.5-Coder-7B-Instruct and Qwen3-8B.

the maximum value of the step-level rewards in a trajectory as the outcome reward, setting the
advantages to the normalized outcome rewards. Step-GRPO with cumulative advantage calculates
the advantage of each token as the sum of the normalized rewards from the subsequent steps, as
introduced in |Shao et al.| (2024). Both GRPO advantage computation variants perform notably
worse than our Step-GRPO setting. The sixth and seventh lines present the results of using only
the screenshot scores (Scorego) or only the GUI-agent testing scores (Scoregy,;) as the rewards.
Both are lower than using Scorego + Scoregy;, demonstrating the necessity of incorporating both
screenshot and GUI-agent testing feedback. We also gather statistics on the average file count and
average line count for the Original, SFT, and Step-GRPO models. The results are shown in Fig.[3]
For both Qwen2.5-Coder-7B-Instruct and Qwen3-8B, the average file count and average line count
consistently increase with SFT and GRPO. This shows that the SFT stage and the Step-GRPO stage
both increase the complexity of the generated websites, which is consistent with their improved
performance.

Analysis of the Agent-Engine LLM and Feedback VLM. We analyze the choice of the agent-
engine LLM and feedback VLM in TabH] In our experiments, we use a relatively small and inexpen-
sive VLM, Qwen?2.5-VL-32B-Instruct, to provide screenshot and GUI-agent testing feedback, while
employing a strong LLM capable of generating high-quality code, such as DeepSeek-V3, as the
agent-engine LLM. As shown in the second row of Tab/] replacing Qwen2.5-VL-32B-Instruct with
a proprietary VLM, GPT-4o, as the feedback VLM does not notably improve accuracy or appearance
scores. This demonstrates that Qwen2.5-VL-32B-Instruct is already sufficient for providing accu-
rate screenshot and GUI-agent testing feedback, while being more cost-effective than proprietary
VLMs. As shown in the first row of Tab.[d] replacing DeepSeek-V3 with Qwen2.5-VL-32B-Instruct
results in significantly worse performance, indicating that the agent-engine LLM cannot be replaced
by smaller open-source VLMs. The design choice of decoupling the agent-engine LLM and feed-
back VLM ensures that code is generated by a strong LLM to maintain quality, while screenshot and
GUI-agent testing feedback is handled by a smaller open-source VLM for cost efficiency. Further
analysis of the accuracy of the screenshot and GUI-agent scores provided by the feedback VLM is
included in Tab. [5]of Appendix [D] demonstrating the reliability of the scores.

4 RELATED WORK

Visual Code Generation. Code generation that is associated with visual effects exists in a wide
range of application scenarios, such as web page development (Lu et al.| 2025b}, [Xu et al.} 2025))
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and GitHub-issue fixing (Yang et al.| 2024d; |Guo et al.l [2025b). Previous work has proposed vari-
ous ways to treat visual elements in code generation and other reasoning-intensive tasks (Su et al.,
2025)), such as generating code to represent images in problem statements (Huang et al.,|2025; Wang
et al., |2025b) and using natural language to describe images(Zhang et al., [2024b). We also apply
natural language descriptions when providing screenshot feedback. More related to our work, a line
of studies(Guo et al., 2024} |S1 et al., 2025 |Yun et al., [2024; Beltramelli, 2017; Sun et al., 2025;
Gui et al.| 2025} |[Laurencon et al.l [2024; Wan et al.| 2024)) explores MLLMs’ ability to reconstruct
single-file HTML code from webpage screenshots. Other studies benchmark MLLMs’ performance
in implementing interactive elements in existing web projects (Xiao et al.| |2025a) or performing
web development tasks in a pre-defined sequential manner with detailed technical settings (Xiao
et al., [2025b; [ Xu et al.| 2025). The web development tasks in these works are often solved in a
single HTML file (Zhang et al., |2025a)) or contain rigid pipelines (Xu et al., 2025), which are more
suitable for testing MLLMs rather than code agents for end-to-end, repository-level website devel-
opment, as proposed in our work. We evaluate our agent workflow with WebGen-Bench (Lu et al.,
2025b), which measures a code agent’s ability to create multi-file website code bases from scratch
and includes diverse website generation instructions.

Code Agents. Equipped with various tools and powered LLMs(Soni et al.,|2025; Yao et al., |2023;
Zhang et al., |2024a), code agents can perform a variety of tasks, such as developing websites(Lu
et al.|[2025b)) and fixing GitHub issues (Jimenez et al.| 2024} Yang et al.,[2024c). Some code agents
specialize in a specific field, such as bug fixing (Zhang et al.| 2024c) or machine learning (Jiang
et al., [2025). Similar to our work, Bolt.diy (stackblitz labs} [2024) specializes in multi-file website
generation. Others, such as OpenHands (Wang et al.,[2024) and Aider (Aider-AlL[2024), are general-
purpose code agents that are not limited to a single field, though their performance on a specific
task might not match that of specialist code agents (Lu et al., 2025b). Our WebGen-Agent is a
code agent specializing in end-to-end website generation, with screenshot feedback and GUI-agent
testing features specifically designed for this task, achieving state-of-the-art performance.

Fine-tuning and Reinforcement Learning for Agents. Supervised fine-tuning (Pan et al., 2025}
Yang et al.,[2025b) and reinforcement learning (Dong et al., 2025} |Qian et al., 2025) are two methods
widely used to improve the agentic and tool-calling abilities of LLMs. In the field of code agents,
various works (Pan et al.| 2025} [Yang et al.,2025b}, Zhang et al.|[2025b; [Wang et al.|[2025a;|Ma et al .}
2024} (Xie et al., 2025} Jain et al., 2025} |Guo et al., 2025c; Ma et al., 2025a) leverage supervised
fine-tuning combined with software engineering data synthesis and rejection sampling to improve
the performance of open-source models. Similar to these works, we also use rejection sampling
and supervised fine-tuning in the warm-up stage before Step-GRPO. Other works use reinforcement
learning with rewards acquired through comparison with the ground truth (Wei et al., [2025a; Ma
et al., [2025¢; [Zhuang et al., 2025)), determined by the code execution output (Gehring et al.| 2025}
Ma et al., |2025b; |Golubeyv et al., 2025), or dependent on task success (Wei et al., [2025b; [Lu et al.}
2025aj;|Chen et al.||2025)). These works either use outcome supervision, which is sparse in providing
training signals, or require detailed ground truth to provide step supervision, which is rigid and
difficult to obtain. In contrast to these methods, our work leverages screenshot and GUI-agent
testing scores at each step, which are inherent in the WebGen-Agent pipeline, to provide accurate
step-level supervision in Step-GRPO training.

5 LIMITATIONS AND FUTURE WORK

WebGen-Agent is specifically designed to generate websites based on natural language instructions
from non-expert users. We do not consider response speed or complex network conditions when
generating and evaluating the websites; these are interesting questions for future work. In the su-
pervised fine-tuning and Step-GRPO experiments, we trained only 7B- and §B-parameter models
due to limited computing power and GPU memory, as Step-GRPO training would take more than
24 hours on 16 NVIDIA A800 GPUs, and we currently do not have enough GPUs to train larger
models. The results on the 7B and 8B models show great potential for our method, and we plan to
apply our training approach to 30B—72B models in the future.
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6 CONCLUSION

In this paper, we introduce WebGen-Agent, a code agent that leverages screenshot and GUI-agent
testing feedback, combined with backtracking and select-best mechanisms, to iteratively generate
websites with appealing appearance and smooth functionality. We also propose Step-GRPO with
Screenshot and GUI-agent Feedback, which leverages inherent screenshot and GUI-agent testing
scores to provide step-level supervision in the GRPO training process. Testing WebGen-Agent
on WebGen-Bench shows significant improvements across a wide range of proprietary and open-
source LL.Ms compared with other code agent systems. WebGen-Agent with Qwen3-Coder-480B-
A35B-Instruct achieves the best performance, with 58.2% accuracy and a 4.3 appearance score.
Training Qwen2.5-Coder-7B-Instruct and Qwen3-8B first with supervised fine-tuning and then with
Step-GRPO with Screenshot and GUI-agent Feedback notably improves accuracies and appearance
scores, demonstrating the effectiveness of our training approach.
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A  WEBGEN-AGENT ALGORITHM

Algorithm [T|demonstrates the WebGen-Agent inference workflow in detail. Algorithms [2]and [3]are
two helper functions for Algorithm |1} presented separately for clarity.

B WEBGEN-AGENT PROMPTS

The prompts for acquiring screenshot and GUI-agent testing feedback are presented in Fig.[4] Fig.[5]
Fig.[6l and Fig.

C EXAMPLES OF WEBGEN-AGENT TRAJECTORIES

To demonstrate the WebGen-Agent workflow in a straightforward way, we present three example
trajectories in Fig[8] Fig[9] and Fig. As shown in these examples, WebGen-Agent iteratively
improves the appearance and functionality of the generated website based on screenshot and GUI-
agent testing feedback.

D ACCURACY OF SCREENSHOT AND GUI-AGENT TESTING SCORES

To analyze the accuracy of the screenshot and GUI-agent testing scores given by the feedback VLM
in the WebGen-Agent pipeline, we evaluated the results of Claude-4-Sonnet, Qwen3-Coder-30B-
A3B-Instruct, Qwen3-Coder-480B-A35B-Instruct, and DeepSeek-V3 as agent-engine LLMs, with
Qwen2.5-VL-32B-Instruct as the feedback VLM, as well as DeepSeek-V 3 as the agent-engine LLM
and GPT-4o0 as the feedback VLM. We manually verified the accuracy of the screenshot and GUI-
agent testing scores. Human annotators were provided with the score and the screenshot or GUI-
agent trajectory at each step and asked to judge whether the score was accurate. If the score was
inaccurate, they provided the correct score. The results are presented in Table[3]

The accuracies of the screenshot scores across all experiments ranged from 93% to 96%, while the
accuracies of the GUI-agent scores ranged from 89% to 93%. The standard errors of the screenshot
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Prompt:
You are given a single website screenshot as input.
Task

1. Examine the screenshot closely for any rendering or runtime errors (e.g., “404 Not Found”, stack
traces, missing styles, blank areas).

2. Decide whether the screenshot shows a rendering or runtime error.

o If yes, set “is_error” true, extract or paraphrase the visible error message(s) into
“error_message”, and leave “screenshot_description” empty.

125

* Ifno, set “is_error™ false,leave “error_message” as an empty string (
a concise but thorough “screenshot_description” that covers:

), and write

Overall layout (e.g., header/sidebar/footer, grid, flex, single-column).

— Key UI components (navigation bar, buttons, forms, images, cards, tables, modals, etc.).
Color scheme and visual style (dominant colors, light/dark theme, gradients, shadows).
Visible content and text (headings, labels, sample data).

— Notable design details (icons, spacing, font style) that help someone understand what the
page looks like).

3. Suggest ways to improve the appearance of the website, for example:
* Separate incorrectly overlapping components.
* Adjust layout to avoid large blank areas.
* Adjust text or background color to avoid text color being too similar to the background color.

(133

 If no improvement is necessary, leave “suggestions” as an empty string (“”’); otherwise,

briefly list the suggestion(s) in “suggestions”.

4. Grade the response.
Output format (valid JSON)

AN

Jjson
{
"is_error": <boolean>,
"error_message": "<string>",
"screenshot_description”: "<string>",
"suggestions": "<string>"

}

AURNRY

Return only this JSON object—no additional commentary, markdown, or code fences.

Figure 4: The prompt for generating the description and suggestions based on the website screen-
shot.
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Prompt:
You are tasked with evaluating the functional design of a webpage. Grade the webpage’s appearance
on a scale of 0 to 5 (5 being highest), considering the following criteria:

* Successful Rendering: Are there any components in the page or is it completely blank? Does the
webpage render correctly without visual errors? Are colors, fonts, and components displayed as
specified?

* Content Relevance: Does the design align with the website’s purpose and user requirements? Are
elements (e.g., search bars, report formats) logically placed and functional?

* Layout Harmony: Is the arrangement of components (text, images, buttons) balanced, intuitive,
and clutter-free?

* Modernness & Beauty: Does the design follow contemporary trends (e.g., minimalism, respon-
sive layouts)? Are colors, typography, and visual hierarchy aesthetically pleasing?

Grading Scale:

* 0 (Blank Page): The screenshot is completely blank or does not contain any visible content. It
may only have a background color or display an error message.

1 (Poor): Major rendering issues (e.g., broken layouts, incorrect colors). Content is irrelevant or
missing. Layout is chaotic. Design is outdated or visually unappealing.

* 2 (Below Average): Partial rendering with noticeable errors. Content is partially relevant but
poorly organized. Layout lacks consistency. Design is basic or uninspired.

* 3 (Average): Mostly rendered correctly with minor flaws. Content is relevant but lacks polish.
Layout is functional but unremarkable. Design is clean but lacks modern flair.

* 4 (Good): Rendered well with no major errors. Content is relevant and logically organized. Layout
is harmonious and user-friendly. Design is modern and visually appealing.

* 5 (Excellent): Flawless rendering. Content is highly relevant, intuitive, and tailored to user needs.
Layout is polished, responsive, and innovative. Design is cutting-edge, beautiful, and memorable.
Task:
Review the provided screenshot(s) of the webpage. Provide a concise analysis of a few sentences and
then assign a grade (0-5) based on your analysis. Highlight strengths, weaknesses, and how well the
design adheres to the specifications.
Your Response Format

AN

json
{
"analysis": "<string>",
"grade": <int>

}

AN

Your Response:

Figure 5: Prompt for evaluating the functional design and visual quality of a webpage.
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Algorithm 1 WebGen-Agent (edits vs. code-base states made explicit)

Require: Initial instruction Z, maximum steps 7'

Ensure: Final code base C*
1. T« [Z] > trajectory: instruction, edit, feedback, ...
2: Steps < 0 > archive of step snapshots
3:C +0 > current code base
4: t <+ 1, consecErr + 0
5: whilet < T do
6: AC; + GENERATEEDIT(T)
7: T += AC

8 C < APPLYEDIT(C, ACy)

9: O «+ EXECUTE(C)

10: if © = error then

11: T+=0

12: consecErr < consecErr + 1

13: if consecErr = 5 then

14: (t*,C*, %, %) < SELECTBESTSTEP(Steps)
15: C+C* > restore code base
16: T + TRUNCATE(T,t*)

17: t < t* 4+ 1, consecErr <+ 0

18: else

19: t+t+1

20: end if

21: continue

22: else

23: consecErr < 0

24 end if

25: img < SCREENSHOT(C)

26: <desc7 SUZE ot> scoreshm> < VLM_JUDGE(img)
27: T += (desc, sugguo)

28: goNext +— AGENTDECISION(T)

29: if not goNext then

30: t < t+ 1; continue

31: end if

32: <pass, SUZE s SCOTCqU;) GULAGENT(C>

33: T += (pass, suggy,)

34: Steps += <t, C, scoresor, scoregui>

35: if pass then

36: break
37: else

38: t+—t+1
39: end if

40: end while
41: (*,C*,*,%) < SELECTBESTSTEP(Steps)
42: return C*

Algorithm 2 SELECTBESTSTEP

Require: Steps = {(t,C, scoresnot, scoregi)}
11 gmax ¢ MaXsesieps SCOTCgi
2: Sy + {s| scoregui = Gmax}
3: return arg max scoreshot
s€ESy

scores range from 0.20 to 0.26, while the standard errors of the GUI-agent scores range from 0.31
to 0.44. This demonstrates that the scores are highly accurate, supporting the effectiveness of the
WebGen-Agent pipeline and the Step-GRPO training process. Compared with using Qwen2.5-VL-
32B-Instruct, using GPT-40 as the feedback VLM only marginally improved the screenshot score
accuracy from 94.8% to 95.5% and the GUI-agent score accuracy from 91.2% to 92.2%. This shows
that Qwen2.5-VL-32B-Instruct is sufficient for the task while being significantly more cost-effective.
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Algorithm 3 TRUNCATE

Require: Trajectory 7T, step id t*
1: return prefix of 7 ending just after the edit and feedback of step ¢t*

Based on the original website development instruction, you should identify all the requirements of
the website generation and create a comprehensive instruction for a web-navigation GUI agent to test
the generated website. The following is an example of triggering the GUI agent testing based on the
original instruction:

Example

Original instruction:

Please implement a self-driving tour website that provides self-driving tour products and services.
The website should have functionalities for browsing self-driving tour routes, booking self-driving
tour hotels, and self-help self-driving tour packages. Users should be able to browse different types
of self-driving tour routes, book hotels and packages, and query self-driving club information. The
website should also provide search and filtering functions to help users quickly find the self-driving
tour products they need. Define background as cream; define components with dark teal.

<boltAction type="gui_agent_test">

Verify cream background and dark-teal buttons. Browse different types of self-driving tour routes,
book hotels and packages, and query self-driving club information. Search and filter for self-driving
tour products.

</boltAction>

The following is the original website development instruction:
<instruction>{instruction}</instruction>

Trigger the GUI agent testing based on the original instruction in a way similar to the example. Do
not generate additional comments.

Figure 6: Prompt for generating a GUI-agent testing instruction from the original website specifica-
tion.

E ANALYSIS OF THE COMPREHENSIVENESS OF GUI-AGENT TESTING
INSTRUCTIONS

To analyze the comprehensiveness of the GUI-agent testing instructions generated by the agent,
we manually evaluated the instructions from the experiment runs using Claude-4-Sonnet, Qwen3-
Coder-30B-A3B-Instruct, Qwen3-Coder-480B-A35B-Instruct, and DeepSeek-V3. We graded each
GUI-agent instruction on a 1-5 scale, determined by how completely the instruction translates
each website requirement into concrete GUI-agent checks. The grading guidelines are presented
in Fig. [TT]

As shown in Tab. [6] 77.2% of the GUI-agent testing instructions across the four models receive a
score of 5 (Complete, ~ 100% of requirements). Instructions with a score of 4 or higher (High,
75-90%) account for 98.3% of the total, while only 1.7% receive a score of 3 (Moderate, 50-75%);
none score below 3. These results indicate that the GUI-agent instructions comprehensively cover
most of the website requirements.

F CATEGORICAL RESULTS

Tab. [7] shows the categorical results of WebGen-Agent with various proprietary and open-source
models on WebGen-Bench. As shown in the table, WebGen-Agent consistently achieves superior
performance across all instruction and test-case categories compared to other code agent systems.
For both the 7B and 8B models, Step-GRPO improves performance in most categories compared to
the original instruct model and the SFT model. This demonstrates the effectiveness of the WebGen-
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Prompt: You are given a GUI-agent testing trajectory.
The GUI agent testing trajectory:

GUI-Agent Testing Instruction:
{gui-instruction}

Trajectory:
{result}

Task
1. Examine the trajectory for any failed actions that indicate a problem in the website design.
2. Decide whether the GUI-agent testing trajectory reveals any flaw in the website implementation.
o Ifyes,set "test passed": true,andleave "improvement_suggestions" empty.

e If no, set "test_passed": false, and write a concise but thorough
"improvement_suggestions" that covers the suggested improvements targeting
the problems revealed by the testing result.

3. Evaluate the results of the GUI-agent test run and assign one integer grade from 1 to 5:
* 1: The vast majority of tested functions fail or behave incorrectly.
* 2: Many functions fail; only a few behave as expected.
* 3: About half of the functions work as expected; success is mixed.
* 4: Most functions work as expected; only minor issues remain.
* 5: All tested functions work exactly as expected; no issues observed.
Assign the grade to "grade".
Output format (valid JSON)

‘*Y'json

{
"test_passed": <boolean>,
"improvement_suggestions": "<string>",
"grade": <int>

}

AN

You can first make a short analysis of two or three sentences, then output this JSON object.

Figure 7: Prompt for evaluating GUI-agent testing trajectories and providing improvement sugges-
tions.
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Table 5: Accuracy of the screenshot and GUI-agent scores using human annotation as ground truth.
For every experiment we report the accuracy together with its standard error.

Score Agent-engine LLM Feedback VLM Accuracy Std.
Type (%) Error
Claude-4-Sonnet Qwen2.5-VL-32B-Inst. 93.6 0.25
Qwen3-Coder-30B-A3B-Inst. Qwen2.5-VL-32B-Inst. 93.9 0.26
Screenshot  Qwen3-Coder-480B-A35B-Inst. Qwen2.5-VL-32B-Inst. 95.6 0.20
DeepSeek-V3 Qwen2.5-VL-32B-Inst. 94.8 0.22
DeepSeek-V3 GPT-40 95.5 0.20
Claude-4-Sonnet Qwen2.5-VL-32B-Inst. 90.1 0.31
Qwen3-Coder-30B-A3B-Inst. Qwen2.5-VL-32B-Inst. 91.4 0.44
GUI agent Qwen3-Coder-480B-A35B-Inst. Qwen2.5-VL-32B-Inst. 89.6 041
DeepSeek-V3 Qwen2.5-VL-32B-Inst. 91.2 0.36
DeepSeek-V3 GPT-40 92.2 0.33

Table 6: Distribution (%) of human scores regarding the comprehensiveness of the GUI-agent testing
instructions and the resulting average score. The definition of the scores are presented in Fig. [T1]
The scores range from 1 to 5.

Model 5 4 3 2 1 Avg. Score
Claude-4-Sonnet 84.2 13.9 2.0 0.0 0.0 4.82
DeepSeek-V3 73.3 24.8 2.0 0.0 0.0 4.71
Qwen3-Coder-30B-A3B-Inst. 75.2 23.8 1.0 0.0 0.0 4.74
Qwen3-Coder-480B-A35B-Inst. 76.2 21.8 2.0 0.0 0.0 4.74
Total 77.2 21.0 1.7 0.0 0.0 4.75

Agent workflow and the Step-GRPO training process, which incorporates screenshots and GUI-
agent feedback.

G ANALYSIS OF MAXIMUM ITERATION NUMBERS

To analyze the effect of the maximum iteration number parameter on the performance of WebGen-
Agent, we test the accuracy, appearance score, and the percentage of samples that exceed the max-
imum iteration limit (exceed rate) at different maximum iteration numbers. The agent-engine LLM
used is DeepSeek-V3.

As shown in Fig.[I2]and Tab. 8] the accuracy and appearance score show a rising trend as the maxi-
mum iteration number increases, while the exceed rate continuously decreases. When the maximum
iteration number is between 14 and 20, the accuracy, appearance score, and exceed rate all begin to
converge. This is because most samples finish before reaching the iteration limit, as reflected by the
exceed rate, and the impact of the maximum iteration number on performance diminishes.

H QUALITATIVE ANALYSIS OF SUPERVISED FINETUNING AND STEP-GRPO

To provide a qualitative analysis of the effects of supervised fine-tuning and Step-GRPO with screen-
shot and GUI-agent feedback, we present examples of websites generated by Qwen2.5-Coder-7B-
Instruct, Qwen2.5-Coder-7B-Instruct-SFT, and Qwen2.5-Coder-7B-Instruct-Step-GRPO in Figs@]
andT4] We also include examples of websites generated by Qwen3-8B, Qwen3-8B-SFT, and
Qwen3-8B-Step-GRPO in Figs[I5]andI6] As demonstrated in the examples, supervised fine-tuning
greatly reduces the models’ tendency to generate erroneous or malformed websites and improves
their ability to follow the appearance requirements specified in the instructions. Step-GRPO further
refines the aesthetics and harmony of the generated websites.
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Table 7: Categorical results of WebGen-Agent with various proprietary and open-source models on
WebGen-Bench (Lu et al., 2025b), compared with other code agent systems. The highest score of
each column is marked in bold.

Instruction Categories Test-case Categories
Test Name
Content User Data Functional Data- Design-
Presen- Inter- Manage- Testing Display Validation
tation action ment Testing
OpenHands
Claude-3.5-Sonnet 32.8 18.4 18.4 12.4 33.9 32.0
DeepSeek-R1 16.4 8.9 5.9 5.0 9.9 25.0
DeepSeek-V3 12.6 73 8.4 3.8 8.1 25.0
Aider
Claude-3.5-Sonnet 31.9 21.1 16.6 14.9 30.1 34.0
DeepSeek-R1 39.1 28.6 134 17.6 352 443
DeepSeek-V3 17.8 12.8 12.5 9.7 19.1 18.4
Bolt.diy
Claude-3.5-Sonnet 35.6 21.2 26.2 17.1 26.3 52.0
DeepSeek-R1 43.7 20.6 24.7 21.1 29.3 443
DeepSeek-V3 37.1 16.6 11.2 10.5 28.2 38.1
GPT-40 26.4 5.9 11.2 4.7 19.6 24.6
03-mini 28.7 17.7 13.4 114 25.5 33.6
Qwen2.5-Coder-32B 17.5 6.9 5.9 1.9 14.5 23.0
Qwen2.5-72B-Inst. 28.2 10.1 5.6 5.8 21.0 254
WebGen-LM-7B 27.9 23.8 38.1 22.0 27.7 47.5
WebGen-LM-14B 30.2 27.8 31.6 23.6 26.9 49.2
WebGen-LM-32B 46.6 332 38.8 29.1 43.0 56.1
WebGen-Agent
Proprietary Models
Claude-3.5-Sonnet 57.8 48.7 51.9 38.5 60.5 76.2
DeepSeek-R1 57.8 442 38.1 35.0 53.8 66.8
DeepSeek-V3 58.0 53.2 45.6 40.9 61.0 72.5
03 59.2 46.6 534 43.7 55.1 68.9
Claude-4-Sonnet 68.7 51.8 52.5 44.0 69.4 71.7
Gemini-2.5-Pro 60.3 48.2 45.6 37.9 60.2 72.5
Qwen3-Coder-480B-A35B-Inst. 64.7 55.8 55.9 43.2 71.2 79.9
Open-Source Models (30B-72B)
Qwen2.5-Coder-32B-Inst. 35.6 28.8 344 20.9 323 62.3
Qwen3-Coder-30B-A3B-Inst. 55.2 54.3 47.2 39.1 62.1 76.6
Qwen2.5-72B-Instruct 434 304 38.8 23.0 39.8 66.0
Open-Source Models (7B-8B)

Qwen2.5-Coder-7B-Inst. 20.7 8.6 10.9 7.4 15.9 21.3
Qwen2.5-Coder-7B-Inst.-SFT 534 335 33.8 23.5 48.4 67.6
Qwen?2.5-Coder-7B-Inst.-Step-GRPO 51.1 41.1 47.8 30.7 56.7 69.3
Qwen3-8B 374 343 30.0 26.8 34.1 54.1
Qwen3-8B-SFT 41.7 342 43.8 26.8 43.8 63.1
Qwen3-8B-Step-GRPO 52.0 38.8 43.1 30.2 51.1 68.4

I QUALITATIVE ANALYSIS OF THE WEBGEN-AGENT WORKFLOW

To demonstrate how the WebGen-Agent workflow functions, we provide examples of steps in
WebGen-Agent trajectories where the agent improves the website’s appearance based on screen-
shot or GUI-agent feedback. As shown in Fig.[T7] Fig.[I8] Fig.[T9] Fig.[20] and Fig. 2T] the agent
enhances the website’s visual appeal by incorporating suggested improvements. Similarly, Fig. 22]
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Table 8: Influence of the maximum number of iterations on agent performance.

Metric 2 4 6 8 10 12 14 16 18 20
Accuracy 424 479 502 504 520 519 512 533 526 526
Appearance Score 3.2 3.6 3.7 3.6 3.7 3.8 3.8 3.7 3.8 3.8
Exceed Rate (%) 100.0 574 347 228 15.8 139 109 8.9 8.9 7.9

Fig. Fig. Fig. and Fig. 26| illustrates how the agent refines the website’s functionality
based on feedback from the GUI-agent testing process. The steps are simplified due to space con-
straints.
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System Prompt: You are Bolt, an expert Al assistant and exceptional senior software developer with vast knowledge across
multiple programming languages, frameworks, and best practices. <system_constraints> You are operating in an environment
called WebContainer ......

User: Please implement a food distribution website for managing and distributing food. The website should have
functionalities for food donation, food distribution, and volunteer management. Users should be able to browse food donation
information, apply for food distribution, view volunteer information, and manage their own accounts. Use azure for the
background and midnight blue for components.

Assistant: I'll create a food distribution website with the requested functionalities and color scheme. Here's the
implementation plan: 1. Set up Vite + React with required dependencies 2. Create components for donation, distribution, and
volunteer management ......

Installation of dependencies was successful. Starting the service was successful. The

Welcome fo Food Distrbution Network screenshot description: The webpage has a clean and simple layout with a dark blue header
containing navigation links: '"Home', 'Donations', 'Distribution’, 'Volunteers', and 'Login’ ......
Suggestions for Improvement: Consider adding more visual elements such as icons ...... If no
further modification is necessary, output <boltAction type="screenshot_validated"/> to signal

that the screenshot is satisfactory. Score — 3 Score... = 0
= -shot — 9+« gui —

Assistant: I'll enhance the design with more visual elements while maintaining the color scheme. Here are the key
improvements: 1. Add food-related icons to 2. Add cards for featured ......

Installation of dependencies was successful. Starting the service was successful. The
screenshot description: The screenshot shows a clean and organized homepage for a website
Weicome to Food Distribution Network called 'Food Distribution Network.' The overall layout includes a top navigation bar with icons
T and links labeled 'Home,' 'Donations,' 'Distribution,' 'Volunteers,' and 'Login.' Below the
navigation bar, there is ...... If no further modification is necessary, output <boltAction

““““““ type="screenshot_validated"/> to signal that the screenshot is satisfactory.

The suggestions based on the GUI-agent testing result:
Address the root cause of the blank page issue, which could
B K involve server-side errors, frontend rendering problems, or
) resource loading failures. Implement robust error handling
and loading indicators to provide feedback to users. Ensure
the website is thoroughly tested in staging environments to
catch such critical issues before deployment ......

Scoregpor = 5, Scoregyi = 1

Click [1]

Assistant: I'll add error handling and loading states to prevent blank page issues. Here are the key improvements: 1. Add
loading states for all pages ......

Installation of dependencies was successful. Starting the service was successful. The
screenshot description: The screenshot shows a clean and organized homepage for a food
distribution network. The overall layout includes a top navigation bar with icons and links
labeled 'Home', 'Donations', 'Distribution’, 'Volunteers', and 'Login'. Below the navigation bar,
there is a prominent heading 'Welcome to...... If no further modification is necessary, output
<boltAction type="screenshot_validated"/> to signal that the screenshot is satisfactory.

Welcome to Food Distribution Network

Welcome to Food Distribution Network £o0d Disrbution Appcaton

Click [1] Click [2] Type [5];admin e
The suggestions based on the GUI-agent testing result: Improve the Food Distribution Application form by: 1) Clearly

marking all mandatory fields with an asterisk or placeholder text before submission, 2) Providing a summary of required
fields upfront to prevent partial submissions, and 3) Implementing client-side validation to highlight missing fields
simultaneously rather than sequentially. Scoregpor = 5,Score

=3
gui
Assistant: I'll enhance the distribution form with better validation and field requirements. Here are the improvements: 1. Add
asterisks to required fields 2. Implement client-side validation 3. Show all validation errors at once 4. Add a summary of ......

(More Rounds Omitted)

Figure 8: Example of a WebGen-Agent trajectory.
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System Prompt: You are Bolt, an expert Al assistant and exceptional senior software developer with vast knowledge across
multiple programming languages, frameworks, and best practices. <system_constraints> You are operating in an environment
called WebContainer ......

User: Please implement a multi-company dashboard for managing and displaying financial data from multiple companies. The
dashboard should be able to collect and display financial information from each company, provide consolidated reports, and
support cross-company comparisons and reporting. Users should be able to browse financial data from each company, view
consolidated reports, and perform financial management and reporting. Apply mint cream as the background; style all
components with teal.

Assistant: I'll create a multi-company financial dashboard using React with Vite. Here's the implementation plan: 1. Set up Vite
+ React project 2. Create components for company data display and comparison 3. Implement mock financial data storage 4.
Style with mint cream background and teal components......

Installation of dependencies was successful. Starting the service was successful. The
screenshot description: The screenshot shows a financial dashboard with a clean and
organized layout. The top section features a teal header with the title 'Financial Dashboard' and
navigation options labeled 'Dashboard' and 'Consolidated Report’. Below the header is a search
bar for filtering companies. The main content area is divided into four equal-sized cards ...... If
no further modification is necessary, output <boltAction type="screenshot_validated"/> to
signal that the screenshot is satisfactory.

<boltAction type="screenshot_validated"/> &
o — ——JHEN R L R 1 R

Consoldated Financial Report

Click [1] Scroll WINDOW down
The suggestions based on the GUI-agent testlng result Improve navigation and acce55|b|l|ty of cross- company comparison

and financial management functionalities to allow thorough testing. Ensure all critical features are easily reachable and not
hidden behind repetitive interactions. Consider adding more interactive elements or drill-down options for detailed
financial data exploration ......

Scoregpor = 4, Scoregyi = 2
Assistant: I'll enhance the dashboard with better comparison features and financial management tools. Here are the key
improvements: 1. Add comparison mode to select multiple companies 2. Include financial ratios and metrics 3. Add export
functionality for reports.

Installation of dependencies was successful. Starting the service was successful. The
| | screenshot description: The screenshot shows a financial dashboard with a clean and
organized layout. The top section includes a header with the title 'Financial Dashboard' and
= | navigation options labeled 'Dashboard' and 'Consolidated Report'. Below the header is a search
= bar labeled 'Search companies...'. A button labeled 'Compare Companies’ is ...... If no further
modification is necessary, output <boltAction type="screenshot_validated"/> to signal that the
screenshot is satisfactory.

<boltAction type="screenshot_validated"/> &

s12500000 3500000

=== :_ I“III

Click 1] ) Click [2] Scroll WINDOW; down
The trajectory shows that the GUI agent successfully verified the mint cream background and teal components browsed
financial data, viewed consolidated reports, and performed cross-company comparisons. The GUI agent testing is successful
and no further improvement is necessary. Observe the above feedback and decide whether further modifications to the
code are needed based on the GUI-agent testing summary. If no further modification is necessary, output <boltAction
type="finish"/>

<boltAction type="finish"/> (]

Scoregpor = 4, Scoregy; = 5

Figure 9: Example of a WebGen-Agent trajectory.
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System Prompt: You are Bolt, an expert Al assistant and exceptional senior software developer with vast knowledge across
multiple programming languages, frameworks, and best practices. <system_constraints> You are operating in an environment
called WebContainer ......

User: Please implement a dashboard website for displaying regulatory policies. The website should have data visualization
capabilities to clearly display complex regulatory policies. Users should be able to browse and analyze different policies, view
related data and charts, and be able to filter and sort as needed. Assign lavender to the background and indigo to the Ul
elements.

Assistant: I'll create a regulatory policy dashboard with data visualization capabilities using React and Chart.js. Let me think
through this step by step: 1. We need a dashboard layout with: - Header with title and navigation ......

Installation of dependencies was successful. Starting the service was successful. The screenshot

5] . ) . : "
contains errors: This localhost page can't be found. Modify the code to fix the errors in
: screenshot.
o
Scoreghor = 0,Scoregy; = 0 6
Assistant: ......
Feedback: ...... Scoreghor = 0,Scoreg,; = 0 S

Five Consecutive Errors, Backtrack!

Assistant: I'll create a regulatory policy dashboard with data visualization capabilities using React and Chart.js. Let me think
through this step by step: 1. We need a dashboard layout with navigation and main content area ......

Installation of dependencies was successful. Starting the service emitted errors: > regulatory-
policy-dashboard@0.0.0 dev > vite VITE v4.5.14 ready in 3504 ms Local:
http://localhost:36593/ Network: use --host to expose Error: Failed to scan for dependencies
from entries: /workspace/index.htm| ERROR Expected closing "strong" tag to match opening
"p" tag src/pages/PolicyDetailPage.jsx:33:61:... <p><strong>Effective Date:</strong>
{policy.date}</p> The opening "p" tag is here: /PolicyDetailPage.jsx:33:11: <strong>Effective
Date:</strong> ...... Scoregpor = 0,Scoreg,; = 0 (%)
Assistant: I'll fix the JSX syntax errors in the PolicyDetailPage.jsx file. The issue is with mismatched HTML tags in the JSX
structure. <boltArtifact id="regulatory-dashboard-fixed" title="Regulatory Policy Dashboard - Fixed"> ......

Installation of dependencies was successful. Starting the service was successful. The
screenshot description: The screenshot shows a Regulatory Policy Dashboard with a clean and
structured layout. The overall design features a purple and white color scheme, giving it a
professional and modern look. The dashboard includes a sidebar on the left with navigation
options such as Dashboard, Policies, Analytics, Reports, Settings, Filters, Categories, Status, ......
If no further modification is necessary, output <boltAction type="screenshot_validated"/> to
signal that the screenshot is satisfactory. Scoreghor = 4, Scoregy; = 0

Assistant: Looking at the screenshot description, | can see that the dashboard is functioning but could benefit from some
improvements to better meet the requirements. The current implementation only shows a basic dashboard view,.......

Installation of dependencies was successful. Starting the service was successful. The
screenshot description: The screenshot shows a Regulatory Policy Dashboard with a clean
and organized layout. The overall design features a purple and white color scheme, giving it a
professional and modern look. The dashboard includes a sidebar on the left with navigation
options such as Dashboard, Policies, ...... If no further modification is necessary, output
<boltAction type="screenshot_validated"/> to signal that the screenshot is satisfactory.

) Click (1] i ~ Scroll WINDOW; down ANSWER; YES o -
Looking at this GUI-agent testing trajectory, | can see that the agent successfully navigated through the application, verified

the requested visual elements (lavender background and indigo Ul elements), and performed the required actions of
browsing policies, using filters, and analyzing data. The GUI agent testing is successful and no further improvement is
necessary. If no further modification is necessary, output <boltAction type="finish"/>. Scoreghor = 5,5c0req,; = 5

<boltAction type="finish"/>

Figure 10: Example of a WebGen-Agent trajectory.
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GUI-agent Instruction Evaluation Guidelines:
Score the instruction 1 — 5, where 5 = best. The dominant criterion is comprehensiveness: how
completely the instruction translates every website requirement into concrete GUI-agent checks.

Grading Scale:

e 1 (Minimal, < 25 %): The instruction overlooks most of the stated requirements.

e 2 (Low, 25 - 50 %): Only some primary requirements are mentioned; many important items are
absent.

* 3 (Moderate, 50 — 75 %): Core functionalities are covered, but several secondary features or style
rules are skipped.

4 (High, 75 - 90 %): All major functional requirements plus most visual or secondary ones are
included; only a few minor details are missing.

* 5 (Complete, ~ 100 % of requirements): Every requirement is turned into checks. Nothing
significant is left out.

Figure 11: Grading guidelines for manually evaluating GUI-agent testing instructions

Accuracy and Appearance Score vs. Max Iter Exceed Rate vs. Max Iter
54 40 100 4 Exceed Rate (%)
52 80
-38
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< ° 8 60
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—&— Appearance Score
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(a) Accuracy (%) and Appearance Score as a function (b) Exceed Rate (%) versus the maximum number of
of the maximum number of iterations. iterations.

Figure 12: Effect of the maximum iteration number hyper-parameter on different performance met-
rics.
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Figure 13: Screenshots of websites created by Qwen2.5-Coder-7B-Instruct, Qwen2.5-Coder-7B-
Instruct-SFT, and Qwen2.5-Coder-7B-Instruct-Step-GRPO.
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Qwen2.5-Coder-7B-Instruct (Original -> SFT -> Step-GRPO)
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Figure 14: Screenshots of websites created by Qwen2.5-Coder-7B-Instruct, Qwen2.5-Coder-7B-
Instruct-SFT, and Qwen2.5-Coder-7B-Instruct-Step-GRPO.
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Qwen3-8B (Original -> SFT -> Step-GRPO)
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Figure 15: Screenshots of websites created by Qwen3-8B, Qwen3-8B-SFT, and Qwen3-8B-Step-
GRPO.
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Figure 16: Screenshots of websites created by Qwen3-8B, Qwen3-8B-SFT, and Qwen3-8B-Step-

GRPO.
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Wheel of Fortune

junoasig

15% junoasiqg
Discount

Spin the Wheel! B

Suggestions: 1. Consider adding hover effects to the buttons to provide visual feedback when
users interact with them. 2. Ensure consistent spacing around the 'Spin the Wheel!' button to
maintain alignment with the top navigation buttons......

I‘ll enhance the Ul based on the feedback while maintaining all the required functionality. Here
are the improvements: <boltArtifact id=“wheel-of-fortune-enhanced” title=“Enhanced Wheel
of Fortune Website”>\n <boltAction type=“file” filePath="src/App.css”>.app {\n max-width:
800px;\n margin: 0 auto;\n padding: 20px;\n text-align: center;\n ......

Wheel of Fortune

mnnncIA ncaT

15% Discount MInnacia ncaT

Figure 17: Example of a step in a WebGen-Agent trajectory where the agent improves the website’s
appearance based on screenshot feedback. The step is simplified due to space constraints.
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Home Teams Players Simulation

Baseball Simulation

Manage your team, track player stats, and simulate games!

Suggestions: 1. Add more content or interactive elements to fill the blank space and provide
users with immediate engagement. 2. Consider adding icons or images related to baseball to
enhance visual appeal and reinforce the theme. 3. Implement a responsive design to ......

I‘ll enhance the home page with more engaging content and visual elements while maintaining
the requested color scheme. Here are the improvements:\n\n<boltArtifact id="baseball-
simulation-enhancements” title=“Enhanced Home Page”>\n <boltAction type="file”
filePath="src/pages/Home.jsx”>import { Link } from ‘react-router-dom’\n ......

a
Home Teams Players Simulation

Baseball Simulation Manager

Take control of your team's destiny - manage, strategize, and dominate!

Team Management Player Stats
Build your roster, manage finances, and set your lineup Track performance metrics and player development
Manage Teams — View Players —

Game Simulation

Run realistic game simulations with detailed results

Simulate Games —

Figure 18: Example of a step in a WebGen-Agent trajectory where the agent improves the website’s
appearance based on screenshot feedback. The step is simplified due to space constraints.
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Home AboutUs Services ContactUs

Welcome to Our Clinical Office

We provide comprehensive healthcare services with a patient-centered approach.

Our team of experienced professionals is dedicated to your well-being.

Office Hours
Monday - Friday: 8:00 AM - 5:00 PM
Saturday: 9:00 AM - 1:00 PM

Sunday: Closed

Suggestions: Consider adding some visual elements such as icons or images related to
healthcare to enhance engagement. Additionally, introducing a footer with contact information
or social media links could improve user experience.......

I'll enhance the website by adding a footer with contact info and some healthcare icons to
improve visual appeal. Here are the modifications:\n\n<boltArtifact id=\"clinical-office-
website-enhanced\" title=\"Enhanced Clinical Office Website\">\n <boltAction type=\"file\"
filePath=\"src/index.css\">* {\n margin: 0;\n......

Home AboutUs Services ContactUs

Welcome to Our Clinical Office

We provide comprehensive healthcare services with a patient-centered approach.

Our team of experienced professionals is dedicated to your well-being.

Office Hours
Monday - Friday: 8:00 AM - 5:00 PM
Saturday: 9:00 AM - 1:00 PM

Sunday: Closed

3

123 Medical Center Drive (555) 123-4567 info@clinicaloffice.com

Suite 100 Mon-Fri: BAM-5PM Emergency: (555) 987-6543

Figure 19: Example of a step in a WebGen-Agent trajectory where the agent improves the website’s
appearance based on screenshot feedback. The step is simplified due to space constraints.
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1782
1783
1784
1785 B Plans 43 Support & Account
1786
1787
1788
1789
1 790 Browse our plans, get SIJDDOI'L or manage your account.
1791
1792
1793
1794
1795
1796
1797
1798
1799
1800
1801
1802
1803
1804
1805
1806
1807
1808 I‘ll enhance the website based on the feedback by adding a footer, improving visual elements,
1809 and adding a call-to-action button. Here are the modifications:\n\n<boltArtifact id=“phone-
1810 operator-website-enhanced” title="Enhanced Phone Operator Website”>\n <boltAction

1811 type=“file” filePath="src/index.css”>body {\n margin: 0;\n......

1812
1813 # Home A Plans 43 Support 2 Account
1814
1815
1816

121; Welcome to Our Phone Operator Service

1819 Browse our plans, get support, or manage your account.

1820

o
View Our Plans

1822

1823

1824
1825 o/ 1-800-123-4567 =& support@phoneoperator.com @ 123 Telecom Street

Welcome to Our Phone Operator Service

Suggestions: The layout is already quite clean and functional, but here are some suggestions
for further improvement:\n1. Add more visual elements such as icons or images to enhance
engagement.\n2. Consider adding a footer with additional links or contact information ......

1826 23 Phone Operator. All rights reserved.
1827
1828
1829
1830
1831
1832

1835 Figure 20: Example of a step in a WebGen-Agent trajectory where the agent improves the website’s
1834 appearance based on screenshot feedback. The step is simplified due to space constraints.
1835
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1836
1837
1838 =
1839

1840

1841

1842 Customize Your Shirt
1843 Shirt Model

1844 [ Classic Fit - Traditional relaxed fit v]

1845
1846
1847 [ Cotton - Soft and breathable VJ
1848
1849
1850 [ M "]
1851
1852
1853
1854
1855
1856
1857 <
1858
1859
1860
1861
1862 | can see from the screenshot that the color picker is showing as black lines instead of proper
1863 color swatches, and the layout needs some improvements. Let me fix these

1864 issues:\n\n<boltArtifact id="shirt-customization-ecommerce" title="E-commerce Shirt

1865 Customization System">\n<boltAction type="file" filePath=......

1866
1867 7 Custom Shirts Y9 Order
1868
1869
1870
1871
1872 Shirt Model
1873
1874
1875
1876
1877 [ Cotton - Soft and breathable VJ
1878
1879 Size

1880
E ]

Fabric

Size

Color

Suggestions: 1. Replace the placeholder black lines under 'Color' with actual color swatches or
options for better user interaction. 2. Add spacing between sections (e.g., between 'Size' and
'Color') to improve readability and visual separation. 3. Consider adding a preview ......

Customize Your Shirt Preview

[ Classic Fit - Traditional relaxed fit VJ

Classic Fit

N Cotton « Size M
Fabric

1881

1882 Base Price: $20.99
1883 Color Customization Fee: $5.00

Price Summary

1884 Total: $34.99
1885
1886

] -

1857 Figure 21: Example of a step in a WebGen-Agent trajectory where the agent improves the website’s
1888 appearance based on screenshot feedback. The step is simplified due to space constraints.
1889
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<> TechHub <> TechHub

. ) Search Results
Technical Solutions Hub

Found 0 results for “technical articles

echnical articles, fi connect with developers

Everything You Need

No results found
Type [5]; "technical articles" Type [5]; "technical solutions"

<> TechHub <> Home Articles. <> TechHub

Search Results Search Results

Found 0 results for "technical articles' ound 0 results for technical artcles’

[Sp——

No results found No results found

Type [5]; "technology" Click [4] ......

Suggestions: 1. Fix the search functionality to properly index and return relevant technical
content, or populate the database with searchable articles and solutions. 2. Implement proper
error messaging for failed searches and form submissions to provide user feedback ......

| need to address the specific issues mentioned in the feedback. Let me fix the search
functionality, form submission issues, and add proper error messaging.\n\n<boltArtifact
id="technical-website" title="Technical Information and Solutions Website">\n<boltAction

type="file" ......

<> TechHub

Everything You Need

Type [5]; "technical articles"

<> TechHub

<> TechHub

Search Results
Found 0 resuts orechrica artice
a o
i Q arch technical articles a e

No results found

Type [5]; "solutions"

<> TechHub

Search Results

Found 3 results for "technical articies

B
1°Q soaors |

g g

Click [11]

Debug: CSS Layout Issues

S5 Layow Dobuggay Ferbon  Boxhiodel
Problem
Elements not positioning correctly or overlapping

Solution

Click [6] ......

Figure 22: Example of a step in a WebGen-Agent trajectory where the agent improves the website’s
appearance based on GUI-agent testing feedback. The step is simplified due to space constraints.
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Hospital Y u Hospital o 7y ® ® e 73 2 f
Management Dashboard a Management Dashboard Financial Reports Inventory Patients Pharmacy Claims Lal
System System

Hospital Dashboard Financial Management

0)
~ ~

$0 $0

Total Revenue. Netprofit

‘Cﬁck[Z] ' ‘CHck[9]

x

Patent Fee Collecion

Patent Fee Gollecion

Type [1]; Patient Fee Collection; Type [2]; 500; Click [4] Click [4] ......

Suggestions: The transaction submission functionality is not working properly. This prevents
users from recording financial data and blocks testing of other dependent features. The system
should ensure that the transaction is properly .......

I need to debug and fix the transaction submission issue. Let me add better error handling and
ensure the transaction data is properly saved and displayed.\n\n<boltArtifact id="hospital-
management-system" title="Hospital Management System">\n<boltAction type="file"
filePath="src/components/FinancialManagement.jsx">import React ......

Hospital Management System Hospital Management System

@ Dashboard  $ Finenciel e Ophamacy @ ivenory | [ Laborstory X Thewer ) Claims [ & Financlal | ® paients @ Phamacy

BrRepos @

Hospital Dashboard Financial Management
0)
-

0

Tota Patients

Recent Patients Recent Transactions.
No

Click [2] Click [11]

ement System

Financial Management

e~

$150

Total Revenue.

Transaction History

Pescription Sategory.

20250711 Patent Fee Collection Patient Fees

Type [1]; Patient Fee Collection; Type [2]; 150; Click [4]...... Click [9] ......

Figure 23: Example of a step in a WebGen-Agent trajectory where the agent improves the website’s
appearance based on GUI-agent testing feedback. The step is simplified due to space constraints.
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iii E-Government
System

Type [0]; admin; Type [1]; admin123456; Click [2]

1ii E-Government
System

Type [0]; admin; Type [1]; admin123456; Click [2]

jii E-Government
System

Username

Type [0]; admin; Type [1]; admin123456; Click [2]

iii E-Government
System

Type [0]; admin; Type [1]; admin123456; Click [2] ......

Suggestions: The login form has a critical issue where the password field fails to register or
retain entered values, consistently showing 'password field is empty' errors despite multiple
input attempts. This suggests problems with form input handling, data binding ......

I need to fix the login form issue where the password field is not properly registering input
values. Let me update the Login component to ensure proper form handling and
validation.\n\n<boltArtifact id="e-government-system" title="E-Government Office
Management System">\n<boltAction type="file" filePath= ......

il E-Government
System

Type [0]; admin; Type [1]; admin123456; Click [2]

filil E-Government Management System

& Dashboard 8 Offce Managament. Infrastructure = Procurement Personnel

6 Financial I Decision Making

Office Management

" BT RS Er

Click [8]

fiii E-Government Management System

& Dashboard Infrastructure = Procurement Persomnel

91 Ofice Management

G Financial M Decision Making Logout

Dashboard Overview

Ton

s 0w

Click [1]

Leave Application

ygave Tyve

piayy

g Date

Click [0] ......

Figure 24: Example of a step in a WebGen-Agent trajectory where the agent improves the website’s
appearance based on GUI-agent testing feedback. The step is simplified due to space constraints.
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LinkTree Manager

Create and manage your personalized link tree

Your Links (Om

No links yet
Add your frst lnk to get started!

Click [3]

LinkTree Manager
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Suggestions: The 'Add New Link' button appears to be completely non-functional, as evidenced
by 13 consecutive clicks with no response or state change. This is a critical issue that prevents
users from accessing the core functionality of the LinkTree Manager ......

I need to fix the non-functional "Add New Link" button. Let me debug and update the code to
ensure proper functionality.\n\n<boltArtifact id="linktree-website" title="Link Tree Website

with CRUD Operations">\n<boltAction type="file"

filePath="src/components/Dashboard.jsx">import React, { useState } from 'react’ ......
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2105 Figure 25: Example of a step in a WebGen-Agent trajectory where the agent improves the website’s
2104 appearance based on GUI-agent testing feedback. The step is simplified due to space constraints.
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Suggestions: 1. Ensure contest questions are accessible after enrollment, either by redirecting
users to the questions automatically or providing a clear navigation path (e.g., a 'Start Contest'
button). 2. Add a dedicated section or page for answering questions and submitting ......

I‘ll enhance the app by adding contest access after enrollment and improving the question flow.
Here are the modifications:\n\n<boltArtifact id=“trivia-contest-enhancements” title=“Trivia
Contest Enhancements”>\n <boltAction type="“file” filePath="src/pages/Home.jsx”>import

{ useState } from ‘react’ ......
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Figure 26: Example of a step in a WebGen-Agent trajectory where the agent improves the website’s
appearance based on GUI-agent testing feedback. The step is simplified due to space constraints.
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